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Biomedical/Bioinformatics Applications

o High computational and data storage demands
o Data security/privacy restrictions

e High Throughput data management & deployment on
large-scale Grids

e Need of high level tools to enable e-Scientists to use
Grids in an easy and transparent way



PHOSPHORUS Testbed gn

e Large capacity optical networks
e Satisfying e-Science HPC applications’ (high
computational & networking) demands... :

o Needed: Advanced Grid-aware tools

TESTRED



Objectives within PHOSPHORUS gg

e Rapid deployment of VS applications to PHOSPHORUS
environment

o Using user-friendly workflows based on UNICOREG / MSS
Integration

o Efficient Stage-in and stage-out: easy distribution of input and
output data

o Data distribution and collection without any data loss
o Support for post-processing and analyses



Issues in using Large-scale Grids

e Management and deployment of large number of jobs

o Scheduling policy: maximum resource utilization in the
available time and space

o Pre/Post processing, management of huge amount of
output data

e The production environment should provide automated
and fault tolerant jobs and files management



Issues in using Large-scale Grids Il gg

o The amount of transferred data impacts on the overall Grid
performance

o Efficient Data distribution on the Grid storage

e Speedy transfer between computing elements and Grid
storage.

e Automated post processing: data mining



Development of a VS Framework gg

o Support large-scale deployment of virtual screening
services in PHOSPHORUS

e Addressing the issues involved in deployment of
complex VS workflows

o An extensible framework making the Grid more
accessible to end users



Virtual Screening by Molecular Docking %

o CPU and Data intensive applications: ¥ AutoDock FlexX |
o FlexX (BioSolvelT)

© Predicts geometry/binding free energy of protein
ligand complex

Virtual screening workflow

o AutoDock (Scripps Research Institute) o oot o

ZINC PDB

© Comparatively time-consuming, a single docking o &
job takes ~ 30-60 minutes on a standard CPU. ' '

e Amber (MD Simulations)
© Package for simulations of biomolecules.

o INPUT/OUTPUT data:
© Several GB to TB.

Molecular docking

FlexX - AutoDock

AMBERS




High Throughput VS Framework %

o Using UNICORE-6 Middleware Technology
o Seamless, secure and transparent access to Grid

o Ease of use, reduced complexity, increased
security

o Using UNICORE Client extensions/plugins

o Simplifying interactions with applications on the
Grid

o Using Meta Scheduling Service
e Further support to utilize Grid resources



UNICORE Client Extension %

© UNICORE Expert Client uses eclipse RCP mechanism

© RCP is based on plug-in architecture that provides development of
extendible components

© UNICORE Client: communication to UNICORE services
© The client extension provides interface to the Meta Scheduling Service
© EXxploits job/data management mechanism of UNICORE client



Meta Scheduling Service gg

© Orchestration & co-ordination of Grid resources, SLA
© Supporting users to utilize maximum available resources
© \Workload distribution...

Usite A : Usite B
| UNICORE
I Client
I
I UPL
I
¥ | WS-Agreement
’—UI\TCOFIE : Interface
Gate |
| WS-Agreement \WS-Agreement
Y | Y Interface Interface
| QNICORD GLOBUS
L NS ) | Adapter MSS Adapter
3 |
| WS-Agreement
- " | Yy [Inierface
TSI | ARGON
| Adapter
| o
| ’AlgonWS
( i A |
Compute I Compute Network
Resource | Resource Resources
|
[ Monitorng |
[ontorng ]| |
|



High Throughput Virtual Screening Workflow gg

e VS Applications: FlexX, AutoDock...
e Fully automated workflow

"' Client Plug-in } ‘ Client Plug-in l
Meta Scheduling Service \
rrrrrrrrrrrrrrrrr -
TN
fi
4 ; P w15 cate RDF
B
i i nd preparation i
Autodock Docking FlexX Docking >
i -
i B
@ ApplicationWrappers Mol




High Throughput Virtual Screening Workflow gﬁ

Example VS Workflow:

. _ o User Job
One single job submission iyh
@ Setting up Application specific parameters Client Plug-in
© Input/output specification @

Meta Scheduling Service

%nd node level distribution

Application
Module

CPULevel dist“b”“(l .
g IEE gl
BIEEIEE




Conclusions gg

o Rapid deployment
* High bandwidth input/output (PHOSPHORUS network
layer)
o Better deployment efficiency with MSS than using
UNICORE client plug-ins alone
o Simplifies, speeds up the complex virtual screening
process in the Grid environment
o Flexibility and extensibility
o Allow easy integration of other tools & services



Example VS Deployment: UNICORE/MSS

e Load MSS Client Plugin

e Provide MSS URL, Global Storage UR

e |[nput/Output

CORE Rich Client

File

Edit Window Help

'7' lanos

General Preferences for the lanos Plugin

Help

som show~ {7 <

=0

=

b

Meta Scheduler Url: |http {fbpackcs-e0.scaifraunhofer.de/wsagd4unicore6-agreement-factory-0.1.1/services

3

3

b Install/Update Get templates on Refresh
3

Remate Systems Storage location for Job Data Staging:

¥ UNICORE (O Job Working Directory (&) Global Storage

Applications

Grid Browser

Workflows

Global Sterage Uri: |packcs-EO.scai fraunhofer.de:443/UNICOREGTEST/services/StorageManagement?res=default_storage#

Restore Defaults ‘

Change...

Apply

o]

Cancel |

LRI
m

TerminationTime 2009-07-04 15:57:17

Application AutoDock (Version 2.0)
Name AutoDock]ob
Type JebManagement
=]
[ O
Details ‘ Low Level Information




Example VS Deployment: UNICORE/MSS (2/9)

File Edit Window Help

State Ready

Type {http:/www. unicore fzj.de }Grid

=8
saa show- & <o O
-=n add Registry
“Z refresh
= . . SMUNICORERTEST
. Add Meta Scheduling Service
L == i .de
=z Meta Scheduling Service
¥ )
=i Phosphorus_FZ)
[Z] koDaVisServiceFactory?res=default_kodaservice_factory
P soa fraenkel
Used Credentials Truststore =0
Key Value
Mame Grid
URI Grid

Details | Low Level Information
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Example VS Deployment: UNICORE/MSS (3/9)

UNICORE Rich Client

File Edit Window Help Select an application x

25 Navigator Grid Browser i3 =0
“ | saa show~ =
= (&) Grid
~ = bpackcs
P =4 packcs-e0.scaifraunhofer.de:443/UNIJ FlexX wv.2.0
Global storage at packcs-e0.scai.fraun
= .-» add Registry | Generic v.1.0
¥ sew JUGGLE
) "] configure Credentials POVRay v.3.51
=4 Phosph — 5
- [&] edit address
[ koDav| (1 getails Liit_ 1A Script v.2.0
b s fraenkel | CJ remove Bookmark
! create job
“ refresh
load job
rename
Used Credential =0

Key Value

Number of Templates 5

Name Meta Scheduling Service

vpe Metaschedulingservice . iDownload Applications
State Ready

URI http://bpackcs-e0.scai fra

CurrentTime unknown

TerminationTime unknown

Ok Cancel ‘

Details | Low Lewvel Information




Example VS Deployment: UNICORE/MSS (4/9)

File Edit Window Help

—

T Navigator Grid Browser 3%

= (&) Grid
~ saw bpackcs
b =8 packcs-e0.scai fraunhofer.de: 443/UNICORESTEST
Global storage at packcs-e0.scai.fraunhofer.de
= s JUGGLE
=4 Phosphorus_FZ)
= KoDaVisServiceFactory?res=default_kodaservice_factory

b sow fraenkel

Application

Details Log Monitor Used Credentials Keystore

nput for AutoDock 3 p aram ete S

lob Mame: |AutoDocI< |
Receptor pdbgt File (.pdbgt): |lsz_a |
Multi—meol2 File (mel2): |acp|iqands.mol2 |
Mumber of Energy Evaluations (ga_numewval): |25000 |V|
Mumber of GA Population (ga_popl |50 |V|
Mumber of GA Runs (ga_run}): |5 |v|
RMS Taolerance (rmstol) |2 |V|

[VIFlexible receptor docking

2 ¥ = O

Submit job to M55

AutoDock-Input-Panel | Files |Variab|es Job Properties




Example VS Deployment: UNICORE/MSS (5/9) —3

- (&) Grid
~ e bpackcs
b = packcs-e0.scaifraunhofer.de: 443/ UNICORESTEST
Global storage at packcs-e0 . scaifraunhofer.de
an
~ siw JUGGLE
=4 Phosphorus_FZ)
L .| KnDaVisServiceFactory7res=default kodaservice_factory

b sow fraenkel

Details Log Monitor

Used Credentials

Truststore

Imports to job directory:

MNarme Source Type | Source File(s)

File(s) in Job Directory

(=]

2%

-~ ="

Exports from job directory:

MNarme File(s) in Job Directory | Destination Type | File(s) at Destination / File ID
OUTPUT_FILE results tar.gz results tar.gz
STANDARD_ERROR stderr None

STANDARD_OUT stdout None stdout

AutoDock-Input-Panel Files | Variables | Job Properties g




Example VS Deployment: UNICORE/MSS (6/9)

File Edit Window Help

—

5 Navigator

< (@ Grid

- =

kKey

Used Credentials Keystore

Value

Installed Operating Systems
Processor main memaory
CurrentTime
TerminationTime
Processors per node

MNumber of nodes

Processors architecture

1024 Megabyte
2009-06-04 11:44:08
2012-04-29 15:20:56
4

8

=xmil-fragment xmins:idb="http//www fz-juelich.de/unicore/xnjs/idb" xmins:jsdi="http://schemas.ggf.org/jsdl/2005/11/jsdl" xmins:typ="http://unigrids g
<jsdl:CPUArchitectureName=x86</jsdl: CPUArchitectureName=

=/xml-fragment=

State Ready
Type TargetSystemFactoryService
WISDOM-PACK (Version 1.0)
WISDOM-UNPACK (Version 1.0)
|

Grid Browser 3 =0
2 | saa show~ {5 <& o
¥ sawbpackcs
- B UNICOREGTEST_TargetSystem
UNICOREGTEST_TargetSystem Home
UNICOREGTEST_TargetSysterm WISDOM
b t] AutoDock
Global storage at packcs-e0.scai.fraunhofer.de
sam Meta Scheduling Service
¥ o JUGGLE
24 Phosphorus_FZ) —
[ koDaVisServiceFactory?res=default_kodaservice_factory R4
=00

Details | Low Level Information

waiting for job AutoDock to finish | 8 @




Example VS Deployment: UNICORE/MSS (7/9)

UNICORE Rich Client

—

Key Value

x
File Edit Window Help
|
5. Navigator Grid Browser 2 =0
5 | saw show~ ap
~ (&) Grid
= siw bpackecs
< B4 packcs-e0.scaifraunhofer.de:443/UNICOREBTEST
~ =i UNICOREBTEST_TargetSystem
UNICOREGTEST_TargetSystem Home
UNICOREGTEST_TargetSystem WISDOM
b8 AutoDock
Global storage at packcs-e0.scai.fraunhofer.de
¥ iow JUGGLE
=4 Phosphorus_FZ)
[Z] koDaVisServiceFactory ?res=default_kodaservice_factory
b itw fraenkel
Log Monitor Used Credentials Keystore =0

Number of Templates 5

NMame Meta Scheduling Service

Type MetaSchedulingService

State Ready

URI http:/fbpackcs-e0 scai fraunhofer.de/wsagdunicore6-agreement-factory-0.1 1/services
CurrentTime unknown

TerminationTime unknown

Details | Low Level Information




Example VS Deployment: UNICORE/MSS (8/9)

UNICORE Rich Client
File Edit Window Help

= Navigator | i Grid Browser &3
% | saw show~ 7 =

I PN ErTus  Imons

| AD4_parameters.dat
ligands
ligpdbqgts
dpfs
digs
B status.log
B results.tar.gz

| UNICORE_SCRIPT_EXIT_CODE

| stdout

| stderr
Global storage at packcs-e0.scai.fraunhofer.de
s=w Meta Scheduling Service
< sin JUGGLE
=4 Phosphorus_FZ)

Details 2 Log Monitor Used Credentials Truststore Keystore

Key Value

Exit code 0

Submitted at 2009-06-04 16:06:07
CurrentTime 2009-06-04 16:08:06
TerminationTime 2009-07-04 16:06:11

Name AutoDock

Application AutoDock (Mersion 2.0)
Type JobManagement

State Ready

Job Status SUCCESSFUL

Kl

Details | Low Level Information




Example VS Deployment: UNICORE/MSS (9/9)

UNICORE Rich Client

File Edit Window Help

Workflow

oo Nawvigator Grid Browser 3

~ (&) Grid
¥ s bpackcs
= B4 packcs-e0.scai.fraunhofer.de:443/UNICORH
= B UNICOREGTEST_TargetSystemn
UNICOREGTEST_TargetSystern Home
UNICOREGTEST_TargetSystern WISDON

=4

-

n
-=u add Registry

B orou Oucomes
=1

& destroy
"] configure Credentials

=
C

-, details
£ restore Job definition
i set termination time

“Z refresh
Details &2
Key
Exit code
Submitted at 2009-06-04 16:06:07
CurrentTime 2009-06-04 16:08:06

TerminationTime 2009-07-04 16:06:11

MName AutoDock

Application AutoDock (Mersion 2.0)
Type JobManagement

State Ready

Job Status SUCCESSFUL

d x

Selection Nee

Select files for download

/stderr (3552 bytes)
Jresults.tar.gz (1548532 bytes)

Select All | QeselectAll‘

Cancel ‘

o]

[=]

Details [ Low Lewvel Information




Example VS Deployment gg

Thank You for your attention



